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1. Introduction 

According to the Indonesia Digital Report for 2021, there are 170 persons in Indonesia who 
actively use social media. Because the rise of social media among Indonesians has made it easier to 
collect and share knowledge, social media has the potential to transform people's perspectives and 
become one of the media for digital literacy [1]. YouTube, WhatsApp, Instagram, Facebook, and 
Twitter are some popular social media networks. The level of public interest in the most recent and 
easily accessible news to obtain clear information via the Twitter network. Twitter has the most 
users when compared to other social media platforms. According to katadata, Indonesian Twitter 

users are the fifth most numerous in the world, with 24 million users [2].  

The Covid-19 pandemic hit the world, particularly Indonesia, in 2020. The pandemic forced 
individuals to stay at home instead of working or going to school. This pandemic's influence has 
also resulted in an increase in people's internet buying habits. According to SIRCLO and the 
Katadata Insight Center (KIC) research, 74.5% of consumers prefer online buying over offline 
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shopping during a pandemic [3]. As the community's e-commerce activity grows, freight forwarders 
play a crucial role in distributing items from sellers to purchasers. 

We refer the delivery of goods or freight forwarding businesses to as expedition. Expedition 
provides freight forwarding services throughout the United States. Depending on the service 
selected, the consumer will receive the products sooner or later. The expedition offers services such 
as express delivery, normal delivery, and others. The availability of expedition services can make it 
easier for traders to supply items to online buyers and encourage shipping businesses to collaborate 
with online traders. The sentiment analysis method is used in this study to examine public 
perceptions about freight forwarder reviews. Sentiment analysis is a technique for gathering data 
from social media networks. The goal of sentiment analysis is to collect both positive and negative 
conflicts or opinions. Identification of user's social media text to analyze information that leads to 
negative, good, or neutral attitude [4]. 

Based on these issues, the author analyzes public opinions about courier services on Twitter, 
because shipping companies must provide the finest service in transporting products bought by 
receivers. The shipping firm can increase service quality and customer satisfaction by doing 
sentiment analysis on public perception regarding the expedition's quality. The Nave Bayes 
classifier (NBC) and K-Nearest Neighbors (KNN) were utilized in this work. The NBC approach is 
a straightforward probability method with a good degree of accuracy [5], [6]. The NBC approach is 
also commonly utilized in sentiment analysis, with one example being a sentiment analysis study for 
evaluating online learning site services [7]. The KNN approach is used to classify scientific articles 
based on abstracts [8], but it is also utilized in the learning system to classify student comments [9]. 

2. Method 

2.1. Data Collecting 

Figure 1 displays the steps of research that were used. For this study, we used data from the 
Twitter streaming API between April 28, and May 24, 2022. Throughout that time, we were able to 
collect 13.811 tweets concerning Expedition Service in Indonesia by using the keywords JNT, JNE, 
and Pos Indonesia. The Twitter streaming API to retrieve the entire set of tweet properties provides 
an interface. 

 

Fig. 1.  Research Stages 
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2.2. Data Preprocessing 

Following data acquisition, follows data preparation. Tweets with a lot of noise, typos, and 
bizarre sentences, as well as a range of acronyms and slang terminology, are common in raw form. 
These words typically contradict the generated tweet sentiment and degrade the efficiency of the 
categorization model. As a result, features extracted from tweets must first be pre-processed. On the 
tweet data that will be processed, we do the following preparation activities [10]: (1) Tokenizing, 
dividing, or separating text characters, whether such letters are regarded as word separators. (2) 
Cleaning, remove unnecessary features such as hashtags, numerals, emoji, and urls from received 
documents. (3) Case folding, which converts the original form (uppercase) to the usual form 
(lowercase). (4) Remove the stopword Texts should be rid of words that provide minimal 
information. (5) Stemming is the process of reducing all words to their most basic forms. 
Normalization is the process of converting shortened words into full words. 

2.3. Sentiment Analysis 

Sentiment analysis, also referred to as opinion mining, is a field of study that investigates how 
people feel about various aspects of products, organizational services, people, themes, events, 
situations, and traits [11]. Sentiment analysis, often referred to as subjective analysis, opinion 
generation, judgment extraction, and other names, is connected to emotional computing in several 
ways, including computer recognition and emotional expression [12]. 

2.4. Term Frequency-inverse document frequency 

In this study, the Term Frequency-Inverse Document Frequency (TF-IDF) characteristic was 
used. In text categorization, the TF-IDF measure is commonly employed [13]. The TF-IDF 
approach is a well-known statistical technique for detecting the significance of a term in a corpus 
document  [14]. The TF-IDF weighting system provides weight to term t in document d [15], as 
indicated in equation (1). 

                                                               (1) 

The value of       is the weight of a term t in document d, while      is the inverse document 

frequency of term t. Equation (2) is an equation for finding the value of     . The value of      is 
obtained from the result of the logarithm of N divided by    . is the total number of documents 
where      is the number of documents containing term t. 

        
 

   
                                          (2) 

2.5. Naïve Bayes Classifier (NBC) 

The Nave Bayes Classifier is a classifier based on the Bayes theorem. This classifier assumes 
that a feature's presence in a class is unrelated to other features. [16]. Equation (3) is the Bayes 
theorem equation. 

 ( | )  
 ( | ) ( )

 ( )
                                ( ) 

Where P(X|Y) is the probability of occurring X if it is known Y. P(Y|X) is the chance of 
occurring Y if it is known X. P(X) is the probability of occurring X and P(Y) is the probability of 
occurring Y. 

2.6. K-Nearest Neighbor 

K-Nearest Neighbor is a supervised learning decision-making method in which it categorised the 
results of new input data based on the nearest in the value data [17]. The KNN approach employs a 
supervised algorithm from the instance-based learning group as well as a lazy learning strategy, 
searching for groups of k objects in the training data that are closest (similar) to the objects in the 
new data or testing data [18]. By giving query points, KNN will discover several k objects or 
(training points) closest to the query point [19]. There are numerous methods for calculating the 
distance between the closeness of the new data and the old data (training data), but the method used 
in this study is cosine similarity, which is a method for calculating the similarity between two 
objects expressed in two vectors with the keywords of a document as the size. 
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Cosine Similarity is frequently used to determine the similarity of text documents. The dot 
product is used to calculate the cosine similarity. The dot product is a straightforward calculation for 
each vector component. A vector is a representation of each document, with the number of terms in 
each document serving as the vector's dimensions. Cosine Similarity can be viewed as a document 
comparison because it considers not just the magnitude of each word count (weight) of each text, but 
also the angle between papers. The Cosine Similarity approach is denoted by Equations (4) and (5), 

where ||  ̅ || is the Euclidean norm of vector a and ||  ̅ ||  is the Euclidean norm of vector b [4]. 

 ̅   ̅  || ̅|| || ̅||                                             ( ) 

      
 ̅    ̅

|| ̅|||| ̅||
                                                     ( ) 

 

From equation (5) a mathematical equation can be formed which is shown by equation (6) [20] 

   (   )   
∑       
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Where: 

   : term i contained in document a 

   : the ith term contained in document b 

 

2.7. Evaluation 

We evaluate the built classifier model using the k-fold cross-validation method. This method 
separates the data into k equal-sized chunks. During the procedure, we select one division for testing 
and the rest for instruction. This technique uses one divisionque and is repeated k times to ensure 
that it use exactly once each partition for the test [21]. The total number of errors is obtained by 
adding the errors from all k processes. A Confusion matrix is also used to evaluate the accuracy of 
the developed classifier model. A confusion matrix is a useful tool in machine learning visualization, 
which typically comprises two or more categories. [22]. 

3. Results and Discussion 

3.1. Naïve Bayes Classifier Evaluation Results  

Before beginning the testing phase, the model used for classification must be evaluated using 
training data from 1120 tweets, each of which contains 560 positive and 560 negative data tagged as 
human. We conducted ten trials to determine the classification model's accuracy. Each computation 
has a distinct level of precision. Table 1 shows the results of the 10-fold calculation in cross 
validation. 

Table 1.  K-Fold Cross Validation 

Fold Accuracy F1-Score 

Fold 1 83.9% 83.93% 

Fold 2 80.8% 80.75% 

Fold 3 84.4% 84.32% 

Fold 4 79.5% 79.46% 

Fold 5 76.8% 76.79% 

Fold 6 78.1% 78.09% 

Fold 7 77.2% 77.04% 

Fold 8 80.8% 80.78% 
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Fold Accuracy F1-Score 

Fold 9 77.7% 77.54% 

Fold 10 81.7% 81.7% 

 

According to Table 1, the best accuracy was obtained at fold 4 with an accuracy of 84.4% and 
the lowest accuracy was obtained at fold 7 with an accuracy of 77.2%. The average accuracy gained 
is 80.09%, with an F-Score of 80.04%. After determining the classification model's accuracy value, 
conduct data testing on up to 400 tweets, we have designated 200 of which as positive and 200 as 
negative. The data utilized in testing is distinct from the data used in training. Table 2 displays the 
testing accuracy findings. 

Table 2.  NBC Accuracy Result 

Information Score 

Acuraccy 80% 

Precission 87 % 

Re Call 76 % 

F1 Score 81 % 

 

The resulting accuracy value is 80%, the precision value is 87%, the recall value is 76%, and the 
F1 Score value is 81%, as shown in the table. 

3.2. K-Nearest Neighbor Evaluation Results 

The KNN was trained with 1120 tweets, whereas the testing data consisted of 400 tweets, 200 of 
which were positive and 200 of which were negative. The KNN algorithm test does not use training 
data to construct a model, but it does use the data to determine how far apart the testing and training 
data are. Table 3 shows the results of the testing method in terms of accuracy, precision, recall, and 
F1 score. 

Table 3.  KNN Accuracy Result 

Information Score 

Acuraccy 68% 

Precission 78% 

Re Call 65% 

F1 Score 71% 

 

Table 3 demonstrates the KNN technique calculation utilizing cosine similarity, which yielded 
pretty good results, with an accuracy of 68%, recall of 65%, and F1 Score of 71%. 

 

3.3. Comparison of NBC and KNN Evaluation Results 

The accuracy levels produced by the NBC and KNN systems are considerably different. The 
following Table 4 shows the difference in accuracy results: 

Table 4.   Confusion Matrix Result 

 
Method 

NBC KNN 

Akurasi 80% 68% 
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The NBC and KNN accuracy comparison numbers are obtained by comparing the Testing 
process results using testing data. The NBC and KNN Testing Methods make use of data from 400 
tweets, 200 of which were categorized as good and 200 as negative. Even though the amount of 
NBC and KNN testing data is the same, the comparison accuracy with the two NBC and KNN 
methodologies is different. The NBC approach is more accurate than the KNN method, with an 
accuracy of 80% versus 68% for the KNN method. 

3.4. Sentiment Analysis Results 

The process of extracting labels from data is known as classification. The objective is to make 
decisions and forecast a situation. Based on the classification results obtained in this study utilizing 
the NBC approach. The data used is a collection of 13,812 tweets about JNT, JNE, and Pos 
Indonesia. According to public opinion on Twitter, we conducted the classification in this study out 
to discover the ideal expedition to distribute goods properly and safely. Figure 2 depicts the graph of 
the results of the tweet classification that addresses JNT. Figure 2 illustrates that there are more 
negative sentiments than positive sentiments, with 3,192 tweets for negative sentiments and 1,808 
tweets for good sentiments. Negative opinion about JNT focuses on the evaluation of JNT 
adventures, which frequently encounter delays in sending items and a lack of responsibility from the 
expedition, resulting in products being lost or destroyed. Meanwhile, favorable mood focused on 
electronic products security and the faith of some customers who had utilized JNT's expedition 
services. 

 

Fig. 2.  JNT Sentiment Analysis Results 

 

Aside from the JNT voyage, this study also covers the JNE expedition, with a total of 5,000 
tweets. Figure 3 depicts a graph showing the JNE Expedition Classification results. According to 
Figure 3, positive sentiment outnumbered negative sentiment, with 3,429 positive sentiment tweets 
and 1,532 negative sentiment tweets. Negative feedback about JNE trips focuses on exorbitant 
pricing, lengthy delivery times, and delays in updating receipts. While positive emotions focus on 
security during the shipping process, the JNE admin responds fast to complaints from JNE users. 

 

Fig. 3.  JNE Sentiment Analysis Results 
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The Pos Indonesia voyage was the most recent expedition used in this investigation. The amount 
of data used was 3,812 tweets, and Figure 4 shows a graph of the Pos Indonesia expedition 
categorization findings. According to Figure 4, good emotion outnumbers negative sentiment. It 
expressed positive sentiment towards Pos Indonesia in 2,853 tweets, while negative attitude was 
expressed in 960 tweets. Positive attitude concerns the lack of clarity in the delivery payment 
mechanism and the excessively long delivery of items. While positive attitude highlights the simple 
process of delivering overseas, the expedition organized by this BUMN ensures the safe delivery of 
both items and documents. 

 

Fig. 4.  Pos Indonesia Sentiment Analysis Results 

4. Conclusion 

We can take the following conclusions from the conversation and results of sentiment analysis on 
the use of courier services on Twitter social media: (1) The NBC approach has an accuracy of 80%, 
whereas the KNN method has an accuracy of 68%. As a result, the NBC approach outperforms the 
KNN method in terms of accuracy. (2) This work was successful in developing a freight service 
classification model with positive and negative labels. According to the classification findings, JNE 
expedition provided the finest expedition service based on public opinion on Twitter social media. 
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